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Abstract: Intrusion Detection System (IDS) is the science of detection of malicious activity on a computer network. 

Due to the enormous volume existing and newly appearing network data, Data Mining classification methods are used 

for Intrusion Detection System. In this paper the classifying methods used are ID3, SVM, Decision Tree and One R. 

The data set used for this experiment is kddcup1999. The dimensionality reduction is being performed from 41 

attributes to 6 and 14 attributes based on Principal Component Analysis and the 4 classifying methods are being 

applied. The result shows SVM method carries the highest accuracy and sensitivity with 6 and 14 attributes. J4.8 and 

ID3 holds the highest degree of specification for all three dimensionalities. One R has the worst Sensitivity with 6 and 

14 attributes but the time taken by One R for classification is very less. It is found that the optimal algorithm may vary 

based on the dimensionality. Our approach focuses on using information obtained Kdd Cup 99 data set for the selection 

of attributes to identify the type of attack. Our work then compares the performance of the classification models by a 

randomly selected initial dataset with the reduced dimensionality. Furthermore, the results indicate that our approach 

provides more accurate results compared to the purely random one in a reasonable amount of time.  
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I. INTRODUCTION 
 

The Internet is a worldwide network of interconnected 

computers enabling users to share information along 

multiple channels. Network Security consists of the 

provisions made in an underlined computer network 

infrastructure and policies adopted by the Network 

Administrator to protect the network and network 

accessible resources from unauthorized access, consistent 

and continuous monitoring and measurement of its 

effectiveness combined together. An intrusion detection 

system (IDS) is software that automates the intrusion 

detection process. An intrusion prevention system (IPS) is 

software that has all the capabilities of an intrusion 

detection system and can also attempt to stop possible 

incidents. IDS and IPS technologies offer many of the 

same capabilities, and administrators can usually disable 

prevention features in IPS products, causing them to 

function as IDSs. The combination of IDS and IPS known 

as Intrusion Detection and Prevention Systems (IDPS) is 

capable of detecting and preventing attacks from 

happening. 
 

Data mining and IDSD 
 

Data mining techniques can be differentiated by their 

different model functions and representation, preference 

criterion, and algorithms [17]. The main function of the 

model that we are interested in is classification, as normal, 

or malicious, or as a particular type of attack [18]. We are 

also interested in link and sequence analysis [12]. 

Additionally, data mining systems provide the means to 

easily perform data summarization and visualization, 

 
aiding the security analyst in identifying areas of concern 

[12]. The models must be represented in some form. 

Common representations for data mining techniques 

include rules, decision trees, linear and non-linear 

functions (including neural  nets), instance-based 

examples, and probability models  

 

II. REVIEW OF LITERATURE 
 

Many of the techniques used in attempting to detect 

intrusion are reviewed here in this section. The most 

common ones are summarized below.  

 Artificial Neural Networks (ANNs): Can be trained to 

recognize arbitrary patterns in input data, and associate 

such patterns with an outcome, which can be a binary 

indication of whether an intrusion has occurred [3]. 
 

 State Transition Tables: Describe a sequence of actions 

an intruder does in the form of a state transition diagram. 

When the behavior of the system matches those states, 

an intrusion is detected [4]. 
 

 Genetic Algorithms (GAs): Mimic the natural 

reproduction system in nature where only the fittest 

individuals in a generation will be reproduced in 

subsequent generations, after undergoing recombination 

and random change. The application of GAs in IDS 

research appeared as early as 1995, and involves 

evolving a signature that indicates intrusion [5]. A 

related technique is the Learning Classifier System 

(LCS), where binary rules are evolved, that collectively 

recognizes patterns of intrusion. 
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 Bayesian Network: A set of transition rules are 

represented as probabilistic interdependencies in a 

graphical model. Each node contains the state of random 

variable and a conditional probability table, which 

determine the probabilities of the node in a state, given a 

state of its parent [6]. An advantage of the approach is 

that it can deal with incomplete data. 
 

 Fuzzy Logic: A set of concepts and approaches designed 

to handle vagueness and imprecision. A set of rules can 

be created to describe a relationship between the input 

variables and the output variables, which may indicate 

whether an intrusion has occurred. Fuzzy logic uses 

membership functions to evaluate the degree of 

truthfulness [7]. 

 

III. PROPOSED FRAME WORK 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.  3.1  Frame work of the Proposed Model 
 

The data mining process of building intrusion detection 

models is depicted in Fig. 1. 
 

Data Preprocessing 
 

Normalization is used for data preprocessing, where the 

attribute data are scaled so as to fall within a small 

specified range such as -1.0 to 1.0 or 0.0 to 1.0. If using 

neural network back propagation algorithm for 

classification, normalizing the input values for each 

attribute measured in the training samples will help speed 

up the learning phase. 
 

Dimensionality reduction 
 

Principal component Analysis (PCA) is used for 

dimensionality reduction. The goal of PCA is to reduce the 

dimensionality of the data while retaining as much as 

possible of the variation present in the original dataset. 

Model Evaluation using Classification Methods 
 

In this proposed work to evaluate the performance of two 

different set of attributes 14 and 6 four different models of 

classification algorithms are used. They are namely Id3, 

J48, Decision Tree and SVM.  

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
 

The Experimental result was conducted using KDD Cup 

99 dataset with 60000 record set. The dataset consist of 

four different categories of attack along with normal 

packet dataset. The performance evaluation is based on 

Confusion Matrix, Accuracy, Specificity and Sensitivity. 

The result shows the best classification method for 

intrusion detection system.  
 

Feature Selection  
 

In machine learning and statistics, feature selection, also 

known as variable selection, feature reduction, attribute 

selection or variable subset selection, is the technique of 

selecting a subset of relevant features for building robust 

learning models. By removing most irrelevant and 

redundant features from the data, feature selection helps 

improve the performance of learning models by: 
 

 Enhancing generalization capability. 

 Speeding up learning process. 

 Improving model interpretability. 
 

Principal component analysis 
 

PCA is a useful statistical technique that has found 

application in fields such as face recognition and image 

compression, and is a common technique for finding 

patterns in data of high dimension. The entire subject of 

statistics is based on around the idea that you have this big 

set of data, and you want to analyze that set terms of the 

relationships between the individual points in that set [4]. 
 

The goal of PCA is to reduce the dimensionality of the 

data while retaining as much as possible of the variation 

present in the original dataset. It is a way of identifying 

patterns in data, and expressing the data in such a way as 

to highlight their similarities and differences 

Dataset Description 
 

The KDD 99 intrusion detection datasets are based on the 

1998 DARPA initiative, which provides designers of 

intrusion detection systems (IDS) with a benchmark on 

which to evaluate different methodologies [MIT.L.L 98]. 

To do so, a simulation is made of a factitious military 

network consisting of three „target‟ machines running 

various operating systems and services. Additional three 

machines are then used to spoof different IP addresses to 

generate traffic. Finally, there is a sniffer that records all 

network traffic using the TCP dump format. The total 

simulated period is seven weeks. Normal connections are 

created to profile that expected in a military network and 

attacks fall into one of four categories:  
 

 Denial of Service (DoS): Attacker tries to prevent 

legitimate users from using a service. 
 

 Remote to Local (R2L): Attacker does not have an 

account on the victim machine, hence tries to gain 

access. 

KDD Cup Dataset 

Preprocessing 

discretization 

Feature selection 

Classification 

models 

Evaluation and comparison 

results 

Conclusion and 

suggestion 
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 User to Root (U2R): Attacker has local access to the 

victim machine and tries to gain super user privileges. 

 Probe: Attacker tries to gain information about the 

target host. 
 

Criteria for Evaluation: 
 

To estimate the performance in the models we employed 

Accuracy, Sensitivity, Specificity, and ROC along with 

Kappa statistics, and correctly classified Instance as 

criteria. The accuracy, sensitivity and specificity were 

calculated by True Positive, False Positive, False Negative 

and True Negative.  
 

Accuracy means probability that the algorithms can 

correctly predict positive and negative examples. 

Sensitivity means probability that the algorithms can 

correctly predict positive examples. Specificity means 

probability that the algorithms can correctly predict 

negative examples.  
  

Accuracy       =      TP + TN  

(1)                          TP + TN + FP + FN 
 

Sensitivity  =       TP  

(2)                               TP + FN 
 

Specificity   =      TN  

(3)                             TN + FP 
 

ROC curve, is a graphical plot of the sensitivity vs. (1 − 

specificity) for a binary classifier system as its 

discrimination threshold is varied 
 

PERFORMANCE EVALUATIONS 
 

In our work we begin with the dimensionality reduction of 

original dataset which consist of 41 attributes and one 

class label. Using Principal Component analysis obtained 

two set of potential dimensionalities 6 and 14 attributes. 

From the selected dimensionalities the experimental result 

shows that the performance of the reduced feature also 

predicts the classification in efficient manner. 
 

Dimensionality Reduction 
 

The original dataset consist of 41 attributes and one class 

label. The following will list out the attribute names 
 

41 Attributes: duration, protocol type, service, Flag,, 

src_bytes, dst_bytes, land, wrong _ fragment, urgent, Hot, 

num_field_logins, logged_in, num_compromised, 

root_shell, su_attempted, num_root, num_file_creation, 

num_shells, num_access_files, num_outbounds_cmds, 

is_hist_login, is_guest_login, count, srv_count, serror_rate, 

srv_serror_rate,  rerror _ rate, srv _ rerror_rate, same _ srv 

_ rate ,  diff _ srv _ rate ,  srv_diff_host_rate, 

dst_host_count, dst_host_srv_count, 

dst_hosdst_same_srv_rate,dst_host_diff_srv_rate, 

dst_host_same _ src _ port _ rate,  dst _ host _ srv _ diff _ 

host _ rate, dst _ host _serror_rate, 

dst_host_srv_serror_rate, dst_host_rerror_rate, dst _ 

host_srv_rerror_rate.,  
 

This thesis used the dimensionality reduction of original 

data set which is comprised of two sets of potential 

dimensionalities, 7 and 14 attributes are obtained by 

Principal Component Analysis. 

Using PCA method we obtained two set of reduced 

dimensionalities. 7 potential attributes and 14 potential 

attributes which are listed as follows  
 

6 Attributes:  
 

flag,  dst_host_diff_srv_rate , dst_host_same_srv_rate,  

dst_host_srv_count , srv_count , count. 
 

14 Attributes:  

 flag, duration, dst_host_rerror_rate, 

dst_bytes,serror_rate, rerror_rate,dst_host_diff_srv_rate, 

dst_host_same_srv_rate,dst_host_same_src_port_rate,serv

ice,dst_host_srv_count,srv_count, 

count,src_bytes 
 

Dimensionality Reduction Algorithm 
 

 Select the dataset. 

 Perform discretization for preprocessing     the data. 

 Apply Principal Component Analysis to filter out 

redundant & super flows attributes. 

 Using the redundant attributes apply classification 

algorithm and compare their performance. 

 Identify the Best One. 
 

Comparison of Attribute Weight using Principal 

Component Analysis for 14 Attributes  
 

ATTRIBUTE WEIGHT USING PCA WITH SIX 

ATTRIBUTES 
 

The table 1 , 2 and 3 shows the performance of 

classification models with 6 , 14 and 41 attributes.  
 

Table 1: SENSITIVITY, SPECIFICITY AND ACCURACY 

BASED ON  41 ATTRIBUTE FEATURE SELECTIONS 

 

 

 

 

 

 

 

 

 

 
 

ACCURACY BASED ON  41 ATTRIBUTE FEATURE 

SELECTIONS 
 

  
Sensitivity  Specificity  Accuracy 

SVM 97% 97% 98% 

Decision 

Tree 95% 99% 92% 

ID3 92% 99% 95% 

OneR 74% 99% 86% 
 

The table 1 shows Sensitivity, Specificity And Accuracy 

Based on 41 Attribute Feature Selections In Which  the 

SVM has the highest sensitivity and accuracy of 97% and 

98% respectively. Next the Decision Tree and the ID3 

classified well and they produce highest degree of 

specificity. The worst performance is of ONER classifier.  

Attribute Weight 

Flag 0.91 

dst_host_diff_srv_rate 0.94 

dst_host_same_srv_rate 0.954 

dst_host_srv_count 0.96 

srv_count 0.961 

Count 1 
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CHART 1: SENSITIVITY, SPECIFICITY AND ACCURACY 

BASED ON  41 ATTRIBUTE FEATURE SELECTIONS 

 
 

TABLE 2: SENSITIVITY, SPECIFICITY AND ACCURACY 

BASED ON 14 ATTRIBUTE FEATURE SELECTIONS 
 

  Sensitivity  Specificity  Accuracy 

SVM 100% 97% 99% 

Decision 

Tree 91.5% 100% 94% 

ID3 94% 100% 97% 

OneR 72% 92% 97% 
 

CHART 2: SENSITIVITY, SPECIFICITY AND ACCURACY 

BASED ON 14 ATTRIBUTE FEATURE SELECTIONS 

 
 

The table 2 shows Sensitivity, Specificity And Accuracy 

Based on 14 Attribute Feature Selections in that the SVM 

has the highest sensitivity and accuracy of 100% and 99% 

respectively. Next the Decision Tree and the ID3 classified 

well and they produce highest degree of specificity. The 

worst performance is of ONER classifier.  
 

TABLE 3: SENSITIVITY, SPECIFICITY AND ACCURACY 

BASED ON  6 ATTRIBUTE FEATURE SELECTIONS 
 

  Sensitivity Specificity Accuracy 

SVM 98% 98% 99% 

Decision 

Tree 96% 100% 97% 

ID3 98% 100% 96% 

OneR 98% 99.7% 99.5% 

CHART  3: SENSITIVITY, SPECIFICITY AND ACCURACY 

BASED ON  6 ATTRIBUTE FEATURE SELECTIONS 

 
 

The table 3 shows Sensitivity, Specificity And Accuracy 

Based on 6 Attribute Feature Selections that the SVM has 

the highest sensitivity and accuracy of 98% and 99% 

respectively. Next the Decision Tree and the ID3 classified 

well and they produce highest degree of specificity. The 

worst performance is of ONER classifier. On the whole 

the dataset with 6 attributes performs best then the 

remaining set of attributes 
 

TESTING ACCURACY COMPARISON OF SVM 

 
 

The above Table  shows the accuracy achieved for SVMs 

using full dimension data (without PCA) and after the 

features reduction (with PCA). The testing accuracies 

indicate that PCA can be used to reduce data dimension 

without sacrificing much performance in accuracy. 

 

V. CONCLUSION & FUTURE WORK 
 

Intrusion Detection System is one of the major concerns in 

any computer networks environment. Most of the existing 

Intrusion Detection System uses all features in the network 

packet to look for known intrusive patterns.  Some of these 

features are irrelevant or redundant Principal Component 

Analysis  model learning algorithm is used to rank the 

features extracted for detecting intrusions and generate 

Intrusion Detection models. Results showed that the 

classification accuracy is increased using 6 attributes than 

the 41 attributes.  The Time Taken by all algorithms is 

considerably less while using 6 attributes.  Overall the J48 

outperforms the remaining 3 algorithms both by using 6 & 

41 attributes.  Next ID3 classify well but it takes long time 
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while comparing with J48 classifier.  The work can extend 

this experiment for identifying indeterministic type of 

packets. 
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SVM system with 

41 Dimenision 

feature Test 

Accuracy 

SVM system with 6 

Dimenision feature 

Test Accuracy 

Normal 99.8 99.5 

DOS 97.5 99.9 

U2R 86.6 81.2 

R2L 81.3 54.6 

Probe 92.8 95.3 

 


